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Today’s paper



This paper is *very* simple 

● It is about classification

● I plan to apply similar idea for my clustering project

● I will first give you a 2 minutes summary



Two minutes summary



Two minutes summary



Two minutes summary



Example of generated attributes



In summary

● We make initial predictions using CLIP
○ We take the ambiguous classes

● We ask an LLM to write descriptions about those confusing classes

● Then we prompt again with those description 



More details

● We actually do the comparison for k classes
○ The papers also experiment with all classes



Results



Ablation



Ablation: Effect of K



LLM Knowledge Matters

● Open models like LLama-2 doesn’t 

know much about satellite imageries

○ So their feedback is not very helpful for 

EuroSAT dataset

● But GPT3.5 knows quite a lot

● Fine-tuning on GPT3.5 output helps



Pros and Cons



Pros of the paper ✅
● Very simple method

● Consistently outperforms other similar methods

● Works across models (CLIP, BLIP2)



Cons of the paper ❌
● Computationally expensive

○ Not very practical for real-time applications

● The accuracy gain is small 2~3%

○ Is it worth it?



Thank You



Quiz



Quiz

What happens if you increase k (the number of ambiguous classes to compare) 

too much?

a. Accuracy increase is marginal

b. Accuracy increase is drastic

c. Accuracy decreases significantly

d. Accuracy drops slightly


