Pixel retrieval



Content

* Pixel retrieval
 Benchmark and metrics
* Possible approaches
 Future directions



Pixel retrieval



An issue of existing image retrieval

* Image retrieval

* A real-world image has several different objects with complex
background

 Retrieved ranking list contains false positive images
« Users may be difficult to identify the query object from the ranking list

Which image is correct?

Image
retrieval
result










Pixel retrieval

 Image retrieval
 Search the images which contain the query object from the database

* Pixel retrieval
 Search pixels that depict the query object from the database
* Retrieve, localize, and segment the target object from the database images

Which image is correct?

Pixel
retrieval
result



An user study - setting

* 40 participants on Prolific divided into 4 groups

* 16 questions
 Find images that contain a given target among candidate images

« Compare the time taken to complete the task between the
two conditions
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https://fascinating-marzipan-a99b4c.netlify.app/bwds

An user study - result

* Pixel retrieval help users to finish the task faster
* Image retrieval: mean=53.71s, std=80.08s
 Pixel retrieval: mean=37.07s, std=49.76s

« Difference is statistically significant
 T-test, p-value=0.00091

* Participants responded that pixel retrieval annotations was helpful
 Mean = 6.375/7, std = 0.89


https://fascinating-marzipan-a99b4c.netlify.app/bwds

Benchmarks and metrics



Benchmarks — data source

 Revisited Oxford and Paris
 Introduced in 2007, 2008. Refined in 2018
« 4996 images in Oxford, 6443 in Paris, and 1 million distractors

« Merit
1. a popular benchmark in image retrieval
» 2: severe viewpoint changes, occlusions, and illumination changes

« 3: each query image contains up to hundreds of 1/005|t|ve database
images, while othér datasets, such as UKBench [27] and Holiday [12], only
havé 4 to 5 positive images for each query

Medium

up to hundreds of positive database images



Benchmark - Annotation

* Mask annotation * Quality assurance
* Query: researchers « 3 professional annotators
« DB Images: annotators * 3 steps

Annotator training

How to confirm target object and its boundary (Fig.4 in appendix)
Detailed labeling instruction (Fig. 6 and 7 in appendix

— Final mask |/

Refine and inspect Refine and inspect
(annotator 2) (annotator 3)
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If query mask has ' the boiindary
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Make the final decision and refine the boundary (researchers)
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Benchmark - Metrics

* Pixel retrieval from database
* Existing image retrieval metric.: mAP

* New pixel retrieval metricc mMAP@50:5:95

« An database image is true positive only if its Intersection over
Union (loU) is larger than a threshold n

* nis set from 0.5 to 0.95, with step 0.05

* Pixel retrieval from ground-truth query-index image pairs

« Use existing ranking/reranking methods and treat the remaining
process as one-shot detection/segmentation

« Metric: mean of mloU of all the queries, where mloU is the mean of
the loUs for all the ground-truth index images




Possible approaches



1. Retrieve the images from database, which is image retrieval.

2. Detect and segment the target object from the retrieved
Images.



15t step:
| Matching

Regional Aggregation

Existing approaches

=

* Retrieval methods
* Spatial verification i
« Detect-2-retrieval (" Count# ofnfiers )

-+ One-shot detection and segmentation

+ Region Detection

Local Feature Extraction

« Open world localization
« HSNet, SSP, ...

-+ Dense matching
* GLUNet, Warp(, ...

However, they have to combined with

> retrieval methods to achieve pixel

retrieval.
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Spatial verification

 Detect keypoints from two images, and match them
* The matched keypoints have both outliers and inliers
 Use spatial model to verify them

2nd step:
 Verification

[ Count # of inliers J
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Spatial verification (Cont.)

« Matching in 15t step has inliers and outliers

« Can use a, homogra?hy matrix (H) to describe the spatial configuration change between point
locations in different views
* X, =x1*xH
« But we do not know the H
 Solution: repeatedly sample H, and select the one with the highest number of inliers.
* If x;H — x, < ¢, the matching for x; and x, is a inlier
» This process is called random sample consensus (RANSAC)

1= step:
Matching

[ Count # of inliers ]
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One-shot detection and segmentation

* Self-support few-shot segmentation (SSP)

Support Image
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> Self-support Self-support
e Prototype Generation Prototypes
Support prototype based matching Self-Support prototype based matching

Qi Fan,... Self-support few-shot semantic segmentation, ECCV 2022



Dense matching

« Warp consistency for unsupervised training

=== == Estimated flow === Known warp

Truong,... Warp Consistency for Unsupervised Learning of Dense Correspondences, ICCV 2021



Qualitative results

Easy case Hard case Easy case Hard case

Easy case Hard case

Ground truth

 unsatisfied performance
on hard cases.

D2R+Faster-
RCNN+ASMK
Owl-vit

SSP

WarpCGLUNet
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Ground
truth

DELG+SP

Easy case

Hard case
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Ground
truth

Owl-vit

SSP

Easy case

Hard case
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Testbed

No single method
outperforms all others
across all test protocols
Methods with high accuracy
are usually slow

Medium Hard
Method PROxf PRPar PROxf PRPar Average
D S D S D | S D S
Retrieval and localization unified methods
SIFT+SP [27] 26.1 10.9 24.2 9.7 18.2 73 19.3 7.8 15.44
DELF+SP [24] 43.7 20.0 40.7 16.7 33.2 13.9 322 124 26.60
DELG+SP [4] 44.1 19.7 40.1 16.5 348 14.5 31.2 11.7 26.57
D2R [35]+Resnet-50-Faster-RCNN+Mean 20.2 - 29.6 - 16.7 . 274 - .
D2R [35]+Resnet-50-Faster-RCNN+VLAD [16] 25.8 - 37.5 - 21.6 35.5 -
D2R [l$]+R_csnct-50-Fmtcr-RCI\'N+ASMK [36] 26.3 - 38.5 - 21.6 35.6 -
D2R [35]+Mobilenet-V2-SSD+Mean 19.7 - 259 - 20.1 27.9 -
D2R [35]+Mobilenet-V2-SSD+VLAD [16] 23.1 - 33. - 20.9 33.6 -
D2R [35]+Mobilenet-V2-SSD+ASMK [36] 224 - 34.0 - 20.8 33.1 -
Detection methods
OWL-VIT (LiT) [22] 114 - 18.0 - 6.3 15.0 -
0S2D-v2-trained [25] 10.5 - 13.7 - 11.7 14.3 -
082D-v1 [25] 7.0 - 8.5 - 8.7 92 -
0OS2D-v2-init [25] 13.6 - 15.4 - 14.0 15.1 -
Segmentation methods
SSP (COCO) + ResNet50 [11] 19.2 345 31.1 48.7 15.1 253 29.8 41.7 30.68
SSP (VOC) + ResNet50 [11] 19.7 343 314 48.8 16.1 26.1 30.3 404 30.89
HSNet (COCO) + ResNet50 [21] 234 32.8 374 41.9 21.0 25.7 34.7 36.5 31.67
HSNet (VOC) + ResNet50 [21] 21.0 29.8 314 39.7 17.1 232 29.7 349 28.35
HSNet (FSS) + ResNetS0 [21] 30.5 357 39.4 40.2 227 25.1 34.7 328 32.64
Mining (VOC) + ResNet50 [46] 18.3 30.5 29.6 427 15.1 214 28.1 343 27.50
Mining (VOC) + ResNet101 [46] 18.1 28.6 29.5 40.0 14.2 204 28.2 344 26.68
Dense matching methods
GLUNet-Geometric [39] 18.1 13.2 22.8 15.2 7.7 4.6 13.3 7.8 12.84
PDCNet-Geometric [40] 29.1 24.0 30.7 21.9 204 15.7 20.6 12.6 21.87
GOCor-GLUNet-Geometric [38] 304 26.0 334 25.6 20.8 16.0 19.8 13.3 23.16
WarpC-GLUNet-Geometric (megadepth) [41] 31.3 254 36.6 27.3 21.9 15.8 26.4 17.3 25.25
GLUNet-Semantic [39] 18.5 144 22.4 15.6 8.7 5.6 12.8 7.8 13.22
WarpC-GLUNet-Semantic [4]] 27.5 214 36.8 25.7 18.5 11.9 28.3 17.6 23.46

Pixel retrieval from ground-truth query-index image pairs

PROXT PROXT+RIM PRPar PRPar+RIM
M H M H M | H M | H
Image retrieval: DELG initial ranking [4] + HD reranking [[]

DELG + SP [4] 396 | 305 | 360 | 282 | 348 | 202 | 347 | 195
Pixel D2R+Fasterr RCNN+ASMK [35] | 30.1 | 235 | 305 | 220 | 263 | 253 | 257 | 249

: OWL-VIT [22] 123 | 66 | 121 | 136 | 79 76 79 78
retieval s 33 e T A O =
methods WarpCGLUNet [41] 312 | 326 | 315 | 317 | 341 | 273 | 343 | 28.1

Pixel retrieval from database

62.33 s
181.64s




« No single method outperforms all others across all test protocols

Medium Hard
Method PROxf PRPar PROxf PRPar Average
D S D | S D | S D S
Retrieval and localization unihed methods
SIFT+SP [27] 26.1 109 242 97 182 73 193 78 15.44
DELF+SP [24] 4 20.0 40.7 16.7 13.9 322 124 26.60
DELG+SP [4] 19.7 40.1 16.5 14.5 31.2 11.7 26.57
D2R [35]+Resnet-50-Faster-RCNN+Mean i - 29.6 - . - 274 - -
D2R [35]+Resnet-50-Faster-RCNN+VLAD [16] 25.8 - 37.5 - 21.6 355 - -
D2R [35]+Resnet-50-Faster-RCNN+ASMK [36] 26.3 - 38.5 - 21.6 35.6 - -
D2R [35]+Mobilenet-V2-SSD+Mean 19.7 - 25.9 - 20.1 279 - -
D2R [35]+Mobilenet-V2-SSD+VLAD [16] 23.1 - 33. - 20.9 33.6 - -
D2R [35]+Mobilenct-V2-SSD+ASMK [36] 22.4 - 34.0 - 20.8 33.1 - -
Detection methods
OWL-VIT (LiT) [22] 114 - 18.0 - 6.3 15.0 - -
0S2D-v2-trained }3] 10.5 - 13.7 - 11.7 14.3 - -
082D-v1 [25] 7.0 - 8.5 - 8.7 9.2 - -
0S2D-v2-init [25] 13.6 - 154 - 14.0 15.1 - -
Segmentation methods
SSP (COCO) + ResNet50 [11] 192 345 311 = 15.1 e 298 30.68
SSP (VOC) + ResNet50 [11] 19.7 343 314 16.1 26.1 303 30.89
HSNet (COCO) + ResNet50 [21] 23.4 32.8 374 e 21.0 = 34.7 36.5 31.67
HSNet (VOC) + ResNet50 [21] 21.0 g 8 314 39.7 17.1 232 29.7 34.9 :
HSNet (FSS) + ResNet50 [21] 30.5 394 40.2 227 25.1 4.7 328 32.64
Mining (VOC) + ResNet50 [46] 18.3 S 20.6 427 15.1 21.4 28.1 343 e
Mining (VOC) + ResNet101 [46] 18.1 28.6 29.5 40.0 14.2 204 28.2 34.4 26.68
Dense matching methods
GLUNet-Geometric [39] 181 132 228 15.2 77 16 133 78 12.84
PDCNet-Geometric [40] 29.1 24.0 30.7 21.9 20.4 15.7 20.6 12.6 21.87
GOCor-GLUNet-Geometric [3§] 30.4 26.0 334 25.6 20.8 16.0 19.8 133 23.16
WarpC-GLUNet-Geometric (megadepth) [41] 31.3 25.4 36.6 27.3 21.9 15.8 26.4 17.3 25.25
GLUNet-Semantic [39] 18.5 14.4 22.4 15.6 8.7 5.6 12.8 7.8 13.22
WarpC-GLUNet-Semantic [41) 275 21.4 36.8 25.7 18.5 11.9 283 17.6 23.46

Pixel retrieval from ground-truth query-index image pairs




Methods with high accuracy are slow

PROxft PROxf+R1IM PRPar PRPar+R1M
M | H M | H M | H M | H
Image retrieval: DELG initial ranking [4] + HD reranking [1]

DELG + SP |4] Wweae [ s T 20 [ 2e9 T 24e@ [ a2 1T 247 1T 101
. D2R+Faster-RCNN+ASMK [35] | 301 | 235 | 305 | 220 | 263 | 253 | 257 | 249
l_xeﬂl OWL-VIT [22] 174 | hAh 1 12701 | 14h6 | /9 1 A |y 1 X
[‘;‘:’;‘;‘;‘: i SSP [11] 330 | 297 | 357 | 305 | 464 | 372 | 456 | 372
] WarpCGLUNet [41] | SLZ [ 320 | 31D | S| 4L | Z1s | 345 | 28

Pixel retrieval from database

The objective should be to develop a method that
achieves both high accuracy and rapid processing speed.



Future directions



Future directions

* Accuracy
 Speed
 Applications



Application 1: lens in map

 Detect and recognize shops.
* Lens in map

Dine-in - Takeaway

aaaaaaaaaaaaaaaa

Given shop photos

Detect and recognize


https://x.com/kamran4300/status/1768950974033342708?s=20

Application 2: digital tour guide in city

 Detect and recognize the landmarks.

Given target objects Test image Detect and recognize



Application 3: digital tour guide In details

* Detect and recognize the landmark details.

“RBHK TRTERN-RER, IR2EER—— DR
BEIR. WIRRIEE R ASEAME B RMKZ—#HERE. "Two
Dragons Playing with a Spider: Unlike the common motif of two
dragons playing with a pearl, this is the only statue in the country of
two dragons playing with a spider (pearl and spider share same
pronunciation in Chinese). The spider symbolizes the merchant's
hope that connections and business will be interlinked like spider
webs."

FEIFEM, EZTERMRFELR, "Treasured sword and vase, a
homophonic expression symbolizing the assurance of peace and
safety.”

FEMREKEA, TEMZHEAR, ICKATH, HEKASE BHE
RHEFRH, FHMFAE. "The one on top is the ledger for income, the
one below is the ledger for expenses. The income ledger is open,
the expense ledger is closed, signifying money only comes in and
does not go out, accumulating wealth and riches."

: : Detect and recognize
Given target objects J



Application 4. indoor robotics

* Detect and recognize the indoor instances.

training data: object instances training data: diverse background images
ID-099 ID-100 :
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A High-Resolution Dataset for Instance Detection with
Multi-View Instance Capture, NeurlPS 24



https://proceedings.neurips.cc/paper_files/paper/2023/file/832ea0ff01bd512aab28bf416db9489c-Paper-Datasets_and_Benchmarks.pdf

QA
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