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Introduction
● This paper presents a novel path planning 

algorithm for the autonomous exploration of 
unknown space using aerial robotic platforms.

● running online, onboard a robot with limited 
resources. 

● Evaluated in simulations  as well as in a real world 
experiment using a UAV. 

● Analysis on the computational complexity of the 
algorithm is provided 

● Its good scaling properties enable the handling of 
large scale and complex problem setups.
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Introduction
● Frontier-based Planning?

● Receding Horizon Planning?
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Frontier-based Planning (FBP)

Robot C

Goal

Unknown area

Observed area

● To gain the most new information about the world, move to 
the boundary between known space and unknown space

Frontier
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Receding Horizon Planner (RHP)
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Receding Horizon Planner (RHP)
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Introduction
● Receding Horizon Planning (RHP) ?

● Only the first waypoint is executed when the robot 
moves. 

● The map is updated as more grids are explored, and the 
path is re-planned if necessary. 

● The benefit:
● able to plan a smooth path where waypoints can be 
located on any position on the edge of grids without 
linear interpolation, which may not work for a cost 
function that includes nonlinear factors.
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Problem description
● Does not require any prior knowledge of the environment

● From the current pose, expands a geometric tree (RRT) of possible 
future poses to find a next pose that gives a high exploration gain

● This gain reflects the exploration of space that is not yet known. 

● As the vehicle proceeds on the path, the tree is recomputed, taking 
in account the new information from the sensor. 

● In every iteration, the best previous branch is maintained.
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● The quality(collected information gain) of a new 
node

● 𝝀𝝀: tuning factor, penalizing high path cost [1]

● ℳ: world, 𝝃𝝃:collision free vehicle configuration

● : corresponding path cost

Approach

Goal

𝒏𝒏𝒌𝒌−𝟏𝟏

𝒏𝒏𝒌𝒌

[1] Gonzalez-Banos, Hector H., and Jean-Claude Latombe. "Navigation strategies for exploring indoor environments." The 
International Journal of Robotics Research 21.10-11 (2002): 829-848.
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Approach
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Complexity

● V: volume to explore

● r: resolution of occupancy map

● 𝒅𝒅𝒎𝒎𝒎𝒎𝒎𝒎
𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑: sensor range

● 𝑵𝑵𝑻𝑻: number of nodes in the tree

RRT complexity

Occupancy map complexity with 1/𝒓𝒓𝟑𝟑 scale

Gain computation complexity

If map resolution and planning horizon are fixed, 
only depends on V
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Simulation (a)
● RHP vs FBP - indoor
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Simulation (b)
● RHP vs FBP – large scenario



18

Experiment
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Summary & Conclusions
● An exploration path planner was proposed that is capable of 

exploring a unknown area, constructing an occupancy map of 
the perceived environment.

● While collisions are avoided, good exploration paths are 
computed online, considering the updated model of the 
environment.

● Also, Open-sourced on Github.

(https://github.com/ethz-asl/nbvplanner)

●Thanks


	슬라이드 번호 1
	Review
	Introduction
	Introduction
	Frontier-based Planning (FBP)
	Frontier-based Planning (FBP)
	Receding Horizon Planner (RHP)
	Receding Horizon Planner (RHP)
	Receding Horizon Planner (RHP)
	Receding Horizon Planner (RHP)
	Introduction
	Problem description
	Approach
	Approach
	Complexity
	Simulation (a)
	Simulation (b)
	Experiment
	Summary & Conclusions

